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ABSTRACT
Understanding the characteristics of data stored
in data centers helps computer scientists identi-
fying the most suitable storage infrastructure to
deal with these workloads. For example, know-
ing the relevance of file formats allows optimiz-
ing the relevant file formats but also helps in a
procurement to define useful benchmarks.

Existing studies that investigate performance
improvements and techniques for data reduc-
tion such as deduplication and compression op-
erate on a small set of data. Some of those stud-
ies claim the selected data is representative and
scale their result to the scale of the data center.
One hurdle of evaluate novel schemes on the
complete data is the vast amount of data stored
and, thus, the resources required to analyze the
complete data set. Even if this would be feasible,
the costs for running many of those experiments
must be justified.

This poster investigates stochastic sampling
methods to compute and analyze quantities of
interest on file numbers but also on the occu-
pied storage space. It is demonstrated that scan-
ning 1% of files and data volume is sufficient
on DKRZ’s supercomputer to obtain accurate re-
sults. This not only speeds up the analysis pro-
cess but reduces costs of such studies signifi-
cantly.

Contributions of this poster are:

1. investigation of the inherent error when
operating only on a subset of data

2. presentation of methods that help future
studies to mitigate this error

3. illustration of the approach with a study
for scientific file types and compression

THE PROBLEM
When analyzing properties of data (quantities of
interest), they vary across the file system. Con-
ducting reliable studies on data requires to scan
large quantities of data. Scanning a subset of
data without proper sampling techniques, can
lead to wrong conclusions.
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Fig. 1: Variability across 125 projects – each point rep-
resents the mean of one project.

EXAMPLE STUDY
For demonstrating the approach, several quanti-
ties of interest are investigated:

• Distribution of file sizes

• Used scientific file formats (proportions)

• Compression ratio ZIP, GZIP, BZIP2, LZMA

• (De)-compression speed

Arithmetic means are computed based on file
count and occupied file size.

ANALYZED DATA
• Lustre file system of Mistral

• 380k files out of 320 million (0.12%)

• 53.07 TiB of data out of 12 PiB (0.44%)

APPROACH FOR SCANNING
• Concurrently scan accessible files of each

project directory using find in individual lists.
• Create a random sample of 10k files of each

project; merge them into a single file list.
• Create a permutation of the file list; partition

the result into one list for each thread.
• Distribute/run threads on different nodes,

each processes one list sequentially.
• After two weeks, threads are terminated; re-

sulting data is ingested into a SQLlite DB.

EXPLORING ANALYZED DATA

Distribution of file sizes

(a) Histogram (b) Cumulative file sizes (y-axis in log scale)

Compression/decompression speed per file

(c) Compression (d) Decompression

The arithmetic means (also computed on file size) are shown as text under the plot.

SCIENTIFIC FILE FORMATS ANALYSIS: CONCLUSIONS
• Investigated quantities may help to decide:

– For which data size to optimize
– Which compression scheme to choose
– For which file formats start optimizing

• Projects exhibit a high variability
• Computing arithmetic mean over file count

and by occupied file size differs; the reason is
the heavy-tailed distribution of file sizes

• We need reliable sampling methods not only
for the typical file but also across file size

STOCHASTIC SAMPLING OF DATA

The strategy for selecting files appropriately
and compute proportions or means of vari-
ables by file count, e.g., arithmetic mean, is
simple, while the strategy to weight means by
file size is non-trivial.

Strategy to compute by file count

1. enumerate all files on the storage system

2. create a simple random sample, i.e.,
choose a number of files

3. determine the quantities of interest

Strategy to compute by file size

1. enumerate all files; determine their sizes

2. pick a random sample (with replace-
ment) based on the probability defined
by filesize/totalsize

3. determine quantities of interest for all
unique files

4. compute the mean among all samples
(no additional weighting of file size)

Convergence

To understand convergence, the sampling
methods are applied on the population of
scanned files, simulation is used – it is ap-
plied 100 times where the estimated mean is
determined. The boxplots in Figure 2 and 3
show the results of several quantities of inter-
est for analyzing 0.1%, 1% and 5% of files and
for 256 and 4096 samples when weighting oc-
cupied size. It can be seen that the variance
of applying the strategy converges to the true
mean and by scanning 1% of files and draw-
ing 4096 samples for computing by file sizes
yields good results.

Fig. 2: Sampling by file count

(a) Sampling 316 = 0.1% of files)
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(b) Sampling 3164 = 1% of files)
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(c) Sampling 6329 = 5% of files)
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Fig. 3: Correct sampling; weights according to file size

(a) Drawing 256 samples with replacement
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(b) Drawing 4096 samples with replacement
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UNDERSTANDING THE ERROR AND NECESSARY SAMPLE SIZE
To select the number of observations that allows inference about the population, statistics knows meth-
ods for determining sample size. Before determining the sample size, the acceptable error based on
the used analysis method is chosen and a confidence level such as 95% is decided.

For estimating proportions there are approaches that work regardless of probability distribution: With
Cochran’s sample size formula, to achieve an error bound of ±5% and ±1%, roughly 400 and 10000
samples are needed, respectively [1]. Note that the sample number does not increase even for large
population sizes. Estimating a continuous variable such as the arithmetic mean compression ratio
or performance is complex, as sampling ratio is based on the expected distribution of values that is
not normally distributed. All methods have in common that they determine the mean value not by
weighting occupied storage space.

UNDERSTANDING ROBUSTNESS
To understand the convergence better, for an in-
creasing number of samples a simulation has
been conducted for the proportion of GRIB
files. The last experiment illustrates the prob-
lem when trying to analyze means proportional
to file size but sampling by file count. This sim-
ple approach shows a suboptimal convergence
behavior and is not reliable.

Compute by file count
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(c) Sampling (with replacement) with a probability by size

Computation for file size by file count
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(d) Sampling by file count (this is not appropriate!)

SUMMARY AND OUTLOOK
• The strategies described allow to capture rep-

resentative samples

• This allows to reliably conduct studies of
data characteristics

• Scanning about 1% of available files and oc-
cupied capacity yields already good accuracy

• Applying a wrong sampling strategy leads to
unreliable results

• Several interesting characteristics of the data
could be deducted

• We will work on tools to automatize this pro-
cess and automatically quantify the error
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