The Virtual Institute forI/O and the IO-500
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The research community in high-performance
computing is organized loosely. There are many
distinct resources such as homepages of research
groups and benchmarks. The Virtual Institute
for I/0O aims to provide a hub for the commu-
nity and particularly newcomers to find relevant
information in many directions. It hosts the com-
prehensive data center list (CDCL). Similarly to
the top500, it contains information about super-
computers and their storage systems.

I/O benchmarking, particularly, the intercom-
parison of measured performance between sites
is tricky as there are more hardware compo-
nents involved and configurations to take into
account. Therefore, together with the commu-
nity, we standardized an HPC I/O benchmark,
the 10-500 benchmark, for which the first list
had been released during supercomputing in
Nov. 2017. Such a benchmark is also useful to
assess the impact of system issues like the Melt-
down and Spectre* bugs.

This poster introduces the Virtual Institute for
I/0, the high-performance storage list and the

effort for the I0-500 which are unfunded com-
munity projects.

Goals of the Virtual Institute for I/O (VI4IO) are

e Provide a platform for I/O researchers and
enthusiasts for exchanging information

e Foster training and international collabora-
tion in the field of high-performance I/0O

e Track/encourage the deployment of large
storage systems by hosting information
about high-performance storage systems

The philosophical cornerstones of VI4IO are:

e Treat contributors/participants equally

e Allow free participation without any fee
inclusive to all

* Independent of vendors/research facilities

The organization uses a wiki as central hub

e Registered users can edit the content

* Mayor changes should be discussed on the
contribute mailing list

e Tag clouds link between similar entities
e Supported by mailing lists, e.g.:

— Call-for-papers
— Announcements
— Contributions / suggestions

The wiki covers A) worldwide research groups
that address high-performance I/0 including:

* A taglist for available knowledge
e Research products such as file systems
e Ongoing research projects
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name: Scientific Computing
nationality: DE
institution: Universitat Hamburg
group head: Prof. Dr. Thomas Ludwig
homepage: & hitps://wr.informatik.uni-hamburg.de/
publications: & https://wr.informatik uni-hamburg.de/rese
location: % 53.3668558,9.9742932

arch/publications

layers: middleware, file systems, FUSE, HDFS, NetCDF4, MPIIO, Lustre, PVFS2
knowledge: modeling, compression, simulation, energy-efficiency, monitoring
products: Parabench, SI0X, HDTrace, PIOsim, PlOviz, md-real-io

Everyone is welcome to add (own) group(s)!

B) Relevant I/O related tools and benchmarks
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IOR | MACSic | MD-REAL-I0 |  MDTEST | NETCDF-Bench |

layers: POSIX, MPI-IO, HDF5, NCMPI
webpage: f hitps://github.com/LLNLfior

type: synthetic

Edit
IOR is a synthetic benchmark for testing the performance of distributed filesystems. The benchmark supports a variety of different APIs to simulate 10 load.

Usage

You can set the AP| to be used using the -a flag. A multitude of other commandline options is documented in ior's user guide.
Here are a few important ones:

» -3 set the api to one of: POSIX, MPIIO, HDFS5 or NCMPI
= -N number of tasks

= -b block-size (contiguous bytes written per task)

» -i number of repetitions of the whole test

Example Output

For example runnning ior -a PosIx (using ior in version 3.0.1) results in the following output

I0R-3.8.1: MPI Coordinated Test of Parallel I/O

Began: Mon Mar 21 16:19:50 2016
Command line used: ./ior -a POSIX

Machine: Linux hostname

Test @ started: Mon Mar 21 16:19:58 2016

C) Comprehensive Data Center List
(see the other boxes)

Julian Kunkel', Jay Lofstead?, John Bent’, George Markomanolis*

b University of Reading * Sandia National Laboratories > DDN * Oak Ridge National Lab.

Contact: juliankunkel@gmail.com

Together with the community, we created the I0-500 benchmark to compare storage systems.

Goals for the benchmark:
o Capture user-experienced performance
e Reported performance is representative for:

IOEasy: Applications with well optimized I/O patterns
IOHard: Applications that require a random workload
MDEasy: Metadata /small objects

MDHard: Small files (3901 bytes) in a shared directory
Find: Finding relevant objects based on patterns
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e Representative: for optimized, naive I/O heavy workloads; and small objects
* Inclusive: cover various storage technology and non-POSIX APIs

e Trustworthy: representative results and prevent cheating

e Cheap: easy to run and short benchmarking time (in the order of minutes)

Benefit for the community beyond the 10-500:

e Support the development of benchmarks that are used (I0-500 builds on standard benchmarks)
* Feed back best practices of tool usage (e.g., find) and benchmarks

* Aid detailed comparison of individual system characteristics while having a ranked list

e Share best-practices to obtain good performance

There are several lists available, the full list con-
tains all the results submitted for comparison
while entries can enter a ranked list upon user
choice and only one solution per system.

The comprehensive data center list with its sys-
tem model describes how characteristics are as-
signed to components. Storage is difficulty to as-
sign to a single component as it is often shared
across supercomputers, therefore, a flexible com-

There are several ranked lists with awards that ponent based model is used.

stimulate aspects of I/O system development:

. Supported components:
e The IO-500 award for the fastest system in

the ranked IO-500 list e Site: Describes the facility

e The 10 node challenge fosters performance * Supercomputer: A system
for small-scale runs e Storage system
e Nodes

 Network
The ranked I10-500 list: * Building

Further awards may follow.

The current list contains 43 sites:

# | site.institution site.storage system.net

capacity peak

site.supercomputer.compute

site.supercomputer.memory
capacity

in PiB in PFLOPS

inTB

Oak Ridge National Laboratory 250.04

220.64

3511.66

Mational Energy Research Scientific Computing Center 197.65

37.71

857.03

Los Alamos National Laboratory 72.83

11.08

2110.00

German Climate Computing Center 52.00

3.69

683.60

Lawrence Livermore National Laboratory 48.85

2010

1500.00

RIKEN Advanced Institute for Computational Science 39.77

10.62

1250.00

Mational Center for Atmospheric Research 37.00

5.33

202.75

National Center for Supercomputing Applications 27.60

13.40

1649.27

Global Scientific Information and Computing Center 25.84

17.89

275.98
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Joint Center for Advanced HPC 24.10

24.91

919.29

Pacific Northwest National Laboratory

Navy DoD Supercomputer Resource Center

Vienna Scientific Cluster

Center for Scientific Computing

University of Bristol

Various views are possible, moreover, it sup-
ports flexible data aggregation, e.g., capacity by

country:

site.nationality | site.storage system.net

capacity

site.supercomputer.compute

peak capacity

site.supercomputer.memory

site.supercomputer.nodes

in PiB in PFLOPS in TB

13728.07

344706

2857.27

98254

2595.32

46232

2596.00

56960

455.17

1500

371.01

485

0.00 0

790.00

6174

54.00

4608

521.00

6751

8.86

100

4218 0

With the collected data many in-depth analysis
becomes possible, for example, the relationship
between storage and memory capacity:
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Storage / Memory capacity

e Correlation storage capacity vs.

— memory capacity = 0.63
— compute peak = 0.057
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; s e of s the facility to indicate the relation between the
‘ joarpo | oddorest | DON| Me| ooas| tesas| dp 13778 50010 | Sae9 components — ultimately multiple views will be
; T e T T E Y R created to show, e.g.:

8 e [ogical network connectivity

“” e Physical layout in racks
T ] ey te—

2 I cwrs] W] w| w] 7] ] mw Metrics: Most metrics can be determined with-
. e e uw s s we | | Out measurement and describe hardware and
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ally observed metadata and I/O performance,
in this case the measurement procedure must be
defined. The list stores data entered in the wiki
into a database and converts data to a base unit.

Flexible equations It supports equations to
compute derived metrics, here mdtest.easy_write
/ client_nodes for the full list:

# information io500 L I 'h f 11 ‘ \J b IW b IT I.] .1 1 f th h I]W f
Equation institution system storage filesystem | client client data | score bw md e O O 1 g 1S a' exa p e O e SC e a' Or
vendor type nodes total
GiB/s | kIOP/s o
the DKRZ system:
1 | 2417 Jsc JURON | ThinkparQ | BeeGFS 8 64 3577 | 1424 | 89.81*
2 | 19.97 DDN Bancholab DDN Lustre 10 240 | zip | 31.50 6.33 | 156.69 site dkrz network Infiniband
3 | 11.34 Clemson University ofsdev Dell | BeeGFS 16 64 | zip| 1251 | 210| 7472 name o _ ELE Infiniband
institution full name German Climate Compt vendor
4 | 10.36 Clemson University ofsdev Dell BeeGFS 16 128 zip 11.01 1.90 63.81 location poOwWer consumption W or
5 |848 Clemson University ofsdev Dell | BeeGFS 10 80| zip| 1017| 232 4467 webpage http:/fwww. dkrz.de/ type Infiniband ¥
nationality DEU topology Fat-tree v
6 |6.87 WekalO WekalO 10 700 | zip| 58.25| 27.05| 12543 annual staff costs ks ¥ bisection bandwidth MiB/s *
7 |6.09 Oak Ridge National Laboratory Summit IBM | Spectrum 504 1008 | zip | 330.56 | 88.20 | 1238.93 energy costs per kWh s blocking factor 4:1
Scale [supercomputer+] [network+] [storage system+] [building+] energy cost
8 |5.72 IBM Sonasad IBM | Spectrum 10 10| zip| 2424| 457 12861 energy . storage system Lustre Phasel
Scale max power supplied 2 MW ¥ name Lustre Phasel
: mean power MW v vendor
9 |527 WekalO WekalO WekalO 17 935 | =zip| 78.37 | 37.39| 164.26 energy per year KWh v model
10 | 5.19 Clemson University ofsdev Dell | BeeGFS 16 32| zip| 1312 3.17| 54.21 pue 1,04 type file system v
cost soft\r_uare Lustre
....................................................... initial costs 35 MS v Vesl":.ialltil:i‘lu e ;0];-5 —
- n on -
. : annual maintanance costs v
56 | 0.07 CERN | Bytecollider CephFS 64 64 | zip| 6.01 285| 1264 $ net capacity o1 PiB ¥
57 | 0.04 Clemson University Palmetto Dell | OrangeFS 48 48| zip| 215| 1.80 257 supercomputer Mistral peak write GiBls ¥
) B - name Mistral peak read GiB/s ¥
58 | 0.02 Korea Institute of Science and NURION DDN Lustre 2048 4096 zip | 3597 | 14.06 92.03 .
Technology Information (KISTI integrator Bull SErvers [recalc]
echnology Information ( ) installation date 2016-03 energy cost nodes tape archive
59 | 0.02 JCAHPC Oakforest- DDN IME | 2048 16384 | zip | 137.78 | 560.10 | 33.89 nodes 3321,00 [recalc]
PACS cores 100704,00 [recalc] nodes ClusterStor 9000
t k | | name ClusterStor 9000
60 | 0.01 Korea Institute of Science and NURION DDN IME | 2048 4096 | zip | 156.91 | 554.23 | 44.43 compute peak. 3,69 PFLOPS  [recalc] count o
Technology Information (KISTI) memory capacity 621,73 TiB v [recalc] _
memory throughput TBI/s v [recalc] operating system
61 | 0.01 KAUST Shaheenll Cray | DataWarp 1024 8192 | zip | 77.37 | 496.81 12.05 cost details nodes compute peak GFLOPS v [recalc]
installation date
62 | 0.01 KAUST Shaheenll Cray Lustre 1000 16000 4100* | 5417 | 31.03* energy ciaTis]
63 | 0.01 JCAHPC |  Oakforest- DDN IME | 2048 16384 | =zip | 101.48 | 47125 | 2185 Lkl o s MW ¥
BACS mean power 1160 kW v
energy per year kwh v
pue

benchmarks

The system displays a net graph for further dis- o rrors +

tinguishing the best systems:

nodes Compute 1

name Compute 1
eq count . 1550
operating system Red Hat
100% 5 compute peak 960,00 GFLOPS v [recalc]
\ o installation date 2016-03
§ cooling
- =) details accelerator local storage interconnect
‘_on g memory -
= a model [load from db][store]
3 3 type
o =4 net capacity 128 GB v
|= channels
o bus peak throughput MiB/s ¥
§ protection
processor
architecture x86
vendor storage system HPSS
sockets 2 name HPSS
§: microarchitecture Haswell endor
2 model E5-2680v3 [load from db][store] model
3 cores 12 pe tape archive v
g: frequency 2,5 GHz v ftware HPSS 7.4
— g compute peak 480 GFLOPS » ersion
?n Py inslallaljnp date 2009
o g nodes Compute 2 net capacity PiB r
g = name Compute 2 peak write Gibls v
= | count 1750 peak read GiB/s v
gn- operating system Red Hat F;en.rers [recalc]
i compute peak 1209,60 GFLOPS v [recalc] tape archive
T installation date slots 75000 [recalc]
g cooling _ _ drives 65 [recalc]
i0500.score 0 memory details accelerator local storage interconnect robots 64 [recalc]
o - processor max power supplied kw -
architecture X86 mean_ power _ KW ¥
. . GETEG tape library details
As we can see, this can be used to create arbitrary o 2 ey
microarchitecture Broadwell model StorageTek SL8500 [load from db][store]
. . . maodel E5-2695V4 [load from db][store] vendor Oracle
new rankings and investigate the data. E
frequency 21 GHz v drives
compute peak 604,8 GFLOPS v robots 8
max power supplied kw
mean power kw v
All results are available The individual sub

The rules for determining performance are re-
laxed due to the complexity of I/O measure-
ments, but this is augmented by the I0-500.

mission scripts and results for the benchmarks
are preserved and can be accessed. The data is
also available as CSV file for offline analysis.

* Mean(storage/mem capacity) = 58

o 10-500:

Clarified execution rules
Procedures to adapt I0-500

Integration of optional benchmarks

Continuous integration deployment
Including performance regression

— Data center representation
— Next-generation interfaces (NGI)

e CDCL list

Finalize vendor engagement program
VI4IO standardization efforts

— Extended schema and alternative

Views
— More CDCL sites

— Better link between 10-500 and CDCL

* Support training and teaching for storage

You are welcome to join the mailing lists or our

slack channel and participate!

Join us on Slack:

The content is under open licenses.

More details on:

® https://vidio.org
® http://10-500.0rg



